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Agenda 
Introduction and Background 
•  Introduction to CDR/DNER-based curation 
•  Explanation of why we chose these particular tasks: 

•  Why is CDR/DNER text mining so important? 
•  Case study of how CDR/DNER curation is used 
Task Design 
•  DNER task examples 
•  CDR task examples 
•  Corpora descriptions 
•  Supporting resources 
•  Task evaluation 
Results 
•  Challenge results 
•  Survey results 
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•  Marker: A chemical that correlates with a 
disease (e.g., increased abundance in the 
brain of chemical X correlates with Alzheimer 
disease) or may play a role in the etiology of a 
disease (e.g., exposure to chemical X may 
play a role in causing lung cancer). 

 
•  Therapeutic: A chemical that has a known or 

potential therapeutic role in a disease (e.g., 
chemical X is used to treat leukemia). 

How Does CTD Curate 
 Chemical/Disease Relationships 

(CDRs)? 

Why are these relationships important? 
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Transitive Inference at CTD 

CTD: Over 27 million 
Toxicogenomic Relationships 



Case Study: CTD/Pfizer Collaboration 

•  Objective: Leverage Published Literature on Toxicity  
•  Begin building comprehensive drug-event relationships database 
•  Target: Cardiovascular, Neurological, Renal, and Hepatic Toxicity 

•  CTD Manually Curated 88,629 Articles: 
•  254,173 Toxicogenomic Interactions 
•  152,173 Chemical-Disease 
•    58,572 Chemical-Gene 
•      5,345 Gene-Disease 
•    38,083 Phenotypic 

Why? Example: Investigation of Adverse Study-Related Findings 
 



Investigation of Adverse Findings  
Clinical and Pre-Clinical Studies 

Pathologists and Toxicologists Investigate Adverse Findings in Animal Studies: 
•  Investigations Typically Begin With: 

•  Chemical Structure 
•  Intended Biological Target 
•  Description of Observed Pathology: 

•  Organ 
•  Type of lesion 
•  Species 

•  First Question: Is Lesion Related to the Study? 
•  If So, Is Lesion Related to: 

•  The Chemical Structure Itself, i.e., the chemotype 
•  Pharmacological Response to Modulation of Target, i.e., mechanism 
•  Interaction with Related or Unrelated Biological Systems, i.e., off-target 

•  Bottom Line: Are there Connections Between the: 
•  Chemical Structure 
•  Targeted Modulation 
•  Observed Pathology 



Pfizer’s ToxEvaluator 
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Most Searched Bio-Concepts  
in PubMed Queries 
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Disease Named Entity  
Recognition (DNER) Task  

•  Input: Raw PubMed Abstracts 
•  Output: Disease Mentions Normalized to MeSH IDs 

MeSH: D012514 
Sarcoma, Kaposi 



 
Chemical-induced Diseases (CID)  

Relation Extraction Task 
 

•  Input: Raw PubMed Abstract 
•  Output: Chemical-Disease Pairs 



Challenges in Relation Extraction 
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Previous Work 

•  Related Resources 
–  Corpora: NCBI Disease Corpus; CHEMDNER; ADE; 

EU-ADR 
–  Ontologies: MeSH; OMIM; MEDIC; UMLS; Disease 

Ontology 
–  Tools: DNorm; MetaMap; Peregrine 

•  Previous Challenges:  
–  BioCreative 2012 and IV CTD Tasks (2012, 13) 
–  ShARe/ CLEF eHealth Shared Task (2013- ) 
–  PPI, DDI 

 



Task Corpora  

•  Selected from CTD-Pfizer Set 
–  Training Set        : 500 Articles 
–  Development Set: 500 Articles 
–  Test Set              : 500 Articles 

•  For Each Article, Annotated Data Includes:  
–  Disease Named-Entity Annotations  
–  Chemical Named-Entity Annotations 
–  Relation Annotations Via CTD Curation 

•  Data Formats: 
–  BioC XML 
–  PubTator Text 

 



Chemical and Disease Annotations   
•  Task: Mark Up Chemicals & Diseases  

–  Text spans  
–  Normalized MeSH ids  
–  All 1,500 articles 

•  Annotators 
–  MeSH Indexers  
–  Double Annotation performed 

•  Annotation Guidelines 
–  What TO and NOT to Annotate 
–  Largely Consistent with Previous Guidelines…  
–  …i.e., CHEMDNER and NCBI Disease Corpus 

•  PubTator-Assisted Annotation  
–  For Improved Productivity 
–  Used Pre-Annotations by DNorm & tmChem 

Wei et al., PubTator: a Web-based text-mining tool for assisting biocuration, Nucleic Acids Research, 2013  



Relation Annotation Overview 

•  Leveraged CTD-Pfizer Curation…Except: 
–  Removed Relations Involving Entities Not in Abstracts 
–  Removed General Relations, e.g. Adverse Drug Event 
–  Updated Some Relations Due to MeSH Update 

•  Performed new annotations for 100 test articles 
–  Selected Using NCBI Similarity Indexing 
–  Similar C/D/CID to Training and Development Sets 
–  Done by CTD Curators 
–  Used Normal CTD Curation Protocol 
–  Not Released to Public until Testing Complete 



Annotation Results 

•  Corpus Overall Statistics  

•  Inter-Annotator Agreements in Jaccard Index 

Data Set # of articles 
Chemical Disease CID 

relation Mention ID Mention ID 
Training Set 500 5203 1467 4182 1946 1039 
Development Set 500 5347 1507 4244 1838 1012 
Test Set 500 5385 1435 4424 1988 1066 

Data Set IAA - Diseases IAAs - Chemicals 
Training Set 0.8600 0.9523 

Development Set 0.8742 0.9577 
Test Set 0.8875 0.9630 
All Sets 0.8747 0.9605 



Task Supporting Resources 
•  BioC Library (bioc.sourceforge.net) 

•  Data Visualization & Comparison in PubTator 

•  Freely Available NER Taggers 
–  Disease: DNorm 

•  1st in ShARe/CLEF Disease Normalization Task (2013)  
•  80.9% in F1 Score 

–  Chemical: tmChem  
•  1st in BioCreative IV CHEMDNER-CEM Task (2013) 
•  88.3% in F1 Score 

–  Customized for CDR-task 
•  Trained models with CDR data sets 
•  Folder-pooling mechanism for instant response  

•  Evaluation Kit 

•  FAQs 

Leaman et al., DNorm: disease name normalization with pairwise learning to rank. Bioinformatics, 2013 
Leaman et al., tmChem: a high performance approach for chemical named entity recognition and normalization. Cheminformatics, 2015 



CDR Task Evaluation 

•  How? Through Web Services:  
– Representational State Transfer (RESTful) APIs 

•  Client Sends Text Passages… 
•  …Using Simple HTTP Calls 
•  Web Service Annotates Text Passages 
•  Client Receives Automatic Mark-Ups 

–   Requested Responses Within 30 Seconds 
•  Why Web Services? 

– Quick Access to Text-Mining Services  
– Simpler Text-Mining Pipeline Integration 
– Potential Improvement of System Scalability  
 



RESTful Web Service Support 

1. RESTful Set-up Support: 
– Executable programs 
– Step-By-Step Instructions  
– Or Create Your Own 

2. API Testing 
– Results Format Validation 
– Response Time 



Baseline & Comparison Systems 

•  DNER Task:  
– Dictionary Look-Up - Baseline 
– Out-Of-Box DNorm - Machine Learning 

•  Used CDR Data with Default Settings 

•  CID Task:  
– Co-Occurrence Method 

•  Used DNorm and tmChem 
•  Two Versions:  

–  Abstract-Level 
–  Sentence-Level 



Participating Teams  
Up to 3 Runs Per Team 

In addition, a CID team submitted  
two manual runs via crowdsourcing 
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Teams: 12 Countries/4 Continents 



Evaluation Metrics 

•  DNER Task 
– Data Points: Document ID, Disease Concept ID  
– Precision, Recall, F-score 
– Mention-Level Accuracy Computed 

•  CID Task 
– Data points: 

•  Document ID 
•  Disease Concept ID 
•  Chemical Concept ID 

– Precision, Recall, F-score 
•  Refer to Task Overview Paper 



DNER Results:16 Teams, 40 Runs 

P: 0.67 
R: 0.43 
F:0.52 

P: 0.90 
R: 0.84 
F:0.86 

P: 0.81 
R: 0.80 
F:0.81 



CID Tesults: 18 Teams, 46 Runs 

P: 0.16 
R: 0.76 
F:0.27 

P: 0.25 
R: 0.53 
F:0.34 

P: 0.56 
R: 0.58 
F:0.57 



System Response Time by Group 

DNER Response Time – Best Run CID Response Time – Best Run 

Response Time in Seconds Response Time in Seconds 



Post-Challenge Survey  

•  Use Task Supporting Tools? 
•  Use Additional Lexicon Resources? 
•  Use Machine Learning? Features? 
•  Use Existing BioNLP Tools? 
•  What General Software Tools? 
•  What Techniques? 
•  What Programming Language(s)? 
•  Pre/Post-Processing? 



Post-challenge Survey Results 

Supporting Resources 
DNER 

(16 teams) 
CID 

(18 teams) 

Web-service setup code 13 14 

Evaluation scripts 11 10 

DNorm 5 12 

tmChem 0 13 

PubTator (for data visualization & 
comparison) 7 4 

BioC Library 3 4 



Survey of Team Methods 



Main Contributions 

Chung-Chi Huang, and Zhiyong Lu Community challenges in biomedical text mining over 10 years: success, failure and 
the future. Briefings in Bioinformatics; 2015 

A Large Annotated Corpus  
1,500 Fully Annotated Articles 
High IAA scores (~90%)  
!  Entity Recognition/Normalization 
!  Relation Extraction Task 

Improved State-of-the-Art 
!  86% in DNER 
!  57% in CID 25 Unique Teams  

!  12 Countries  
!  4 Continents  

Interoperable/Scalable 
!  Web Services 
!  BioC 

Webinar 
Task FAQs 



Limitations 

•  Relation extraction is difficult! 

•  Other known issues: 
– Annotation is Imperfect (Human Errors) 
– No New IAAs for Relation Annotations (High Cost) 

•  Past CTD IAA Chemical-Gene Curation F1: 77% 
– Difficulty Running Web Services (in China) 



What’s Next? 

•  6 team presentations  
– Performance; Methods; Availability/Scalability 

•  Release CDR Test Set to Teams 
•  Invite Teams for Special Issue 
•  Propose a Meta Web Service for CIDs 

– Merging team results can improve performance 
– Make the results of this challenge more useful for 

the biocuration community and beyond 
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